
Bioinformatics @ LIH2021-02-12 1

Petr Nazarov

petr.nazarov@lih.lu

Multiomics Data Science 



Bioinformatics @ LIH2021-02-12 2

Background

 Native heterogeneity of tissues
 Inter/intra tumor heterogeneity

Issues in histopathological image analysis:
 Tedious analysis
 In some cancers (e.g. prostate) < 1% of 

the image is cancer-related
 Standard approaches require supervised 

"pixel-wise" labelling - unrealistic

Normal: 99%Tumor: 1%

N slides: 
27 000 x 21 000 pixels

1 label

1 profile

A
N x 384 tiles / patches:

256 x 256 pixels

DN

1 patient

tra
n

scrip
to

m
e



Bioinformatics @ LIH2021-02-12 3

Artificial Neural Networks

CNN

M
LP

RNN

Multilayer perceptron, a.k.a.
(Deep) feed-forward network,
back-propagation network
fully-connected layers,
etc…

Convolutional networks

Recurrent networks

My first "love"… 

Nazarov et al (2004)
J Chem Inf Comput Sci

Input 
series

Output 
series
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Paper 1

Task: classification positive/negative
 Prostatic carcinoma classification
 Skin basal cell carcinoma 
 Brest cancer metastasis in axillary 

lymph nodes

Specifically 
addresses:
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Methods 1: Multiple Instance Learning (MIL)

MIL: multiple instance learning

Several algorithms are presented – need to dig into it 

DOI: 10.1371/journal.pcbi.1005465

The main idea:

Originates from this paper and was 
related to drug activity predictions
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Methods 1: Training

1) Tiling: Otsu's method 
to discard b/g tiles. 
3 magnitudes were 
investigated

2) Use CNN with min 
balanced error. 
Tested:
ResNet34,18,101, 
AlexNet,VGG11BN,
DenseNet201

CNN is (1) trained, (2) 
used to refine classes of 
tiles (a.f.a.i.u )

3) Use RNN for aggregate 
CNN feature (512) 
representation into a 
single class

https://ieeexplore.ieee.org/stamp/stamp.jsp?tp=&arnumber=4310076
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Methods 1: Simpler View on Training

CNN Inference

Learning

CNN

CNN training

Same CNN –
feature 

extraction

RNN

features

Class

CNN: ResNet34
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Results 1: Accuracy

 MIL results can be used directly (not robust) or aggregated by logistic regression or RF. But RNN outperformed…
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Results 1: Visualization of the feature space

a) The error depends 
strongly on the training 
set

b) CNN-based features (512) 
can be used for t-SNE 
representation.

c) Example representation 
with malignant, benign 
and suspicious tiles 
presented
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Results 1: 

Scanner & group effect Compare to other datasets: dataset size effect 

Data link

One of the largest 
supervised dataset: breast 
cancer metastases in whole-
slide images of histological 
lymph node sections.

https://drive.google.com/drive/folders/0BzsdkU4jWx9BaXVHSXRJTnpLZU0
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Paper 2

Task: multivariate regression

 Various cancers - input
 Gene expression - output

TCGA data: 
8725 samples, 28 cancers, 
30839 genes (med>0), normalized log FPKM-UQ
5-fold cross-validation
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Methods 2: Graphical Abstract

HE2RNA

(1) Transctiptome prediction 
from images

(2) Virtual spatialization of 
transcriptomic data (fro each 
gene over slide)

(3) Improving predictions by 
transfer leatning: e.g. 
microsatellite instability (MSI) 
from WSI



Bioinformatics @ LIH2021-02-12 13

Methods 2: Training

1) Tiling: Otsu's method to discard b/g tiles.
2) Use a pre-trained CNN: ResNet50 to extract features
3) Cluster (k-means) to 100 super-tiles
4) Use a multi-layer perceptron (MLP) per (super-)slide

CNN

ResNet50

Tiling: Otsu's method

M
LP

e.g. 8000 
x 2048

tra
n

scrip
to

m
e

features / tile

k-
means

100 x 
2048

features / super-tile

genes / super-tile

per (super) tile!

HE2RNA

Aggregation: sampling k slides and averaging 
several the top predicted expression!

https://ieeexplore.ieee.org/stamp/stamp.jsp?tp=&arnumber=4310076
https://ieeexplore.ieee.org/stamp/stamp.jsp?tp=&arnumber=4310076
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Results 2: Predicting Expression

A gene is predicted "correctly" if its correlation over samples r > 0 with adj.p-value < 0.05

How good is this measure?..
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Results 2: Spatialization

Comparing log vs linear?
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Our Work 

CNN

Convolutional autoencodersLooking at 
several 
scales?

CNN

Pre-trained models (e.g. Xceptrion)

CNN

WSL-approach Class

Clustering

WSL-approach

Components weights

Classifier

Approxi-
mator

RNN
Clustering

Components weights


